
Introduction

Artificial Intelligence (AI) is increasingly 
recognized as a transformative force in 

healthcare, with growing applications in mental 
health for diagnostic support, treatment planning, 
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Abstract   

Background: Artificial Intelligence (AI) presents a promising avenue to address mental health challenges in lower-

middle-income countries like Pakistan, where stigma, limited access, and workforce shortages persist. Despite its 

potential to enhance service delivery and reduce clinician burden, little is known about mental health professionals' 

(MHPs) perspectives on AI integration.

Objective: To assess the awareness, perceptions, and concerns of MHPs in Pakistan regarding the use of AI in mental 

health services.

Methods: A descriptive, cross-sectional survey was conducted among MHPs across Pakistan, following ethical 

approval from the Institutional Review Board of King Edward Medical University, Lahore. Data were collected 

between a month after IRB approval, using a structured, self-administered online questionnaire covering 

demographics, AI familiarity, perceived benefits, ethical concerns, and readiness to adopt AI. A total of 125 responses 

were gathered through convenience and snowball sampling. Descriptive statistics were analyzed using SPSS.

Results: The majority of respondents were female (78%), aged 18–30 years (58%), and primarily from Punjab. 

Doctors comprised 51% of the sample. While 73.6% were familiar with AI, only 5.6% had any formal training related 

to AI. Chatbots were the most recognized tool (67%). Perceived benefits included workload reduction (62.4%) and 

improved access (60.8%), though concerns about ethics (64%) and diagnostic accuracy (63.2%) were prevalent. Most 

(53.6%) supported AI use only with human oversight. High interest was observed in AI use for personal well-being 

(87%) and workplace tasks (69%).

Conclusion: MHPs in Pakistan express cautious optimism toward AI in mental health, emphasizing the need for 

training, ethical safeguards, and regulatory support.

Received: 24-05-2025  |  Revision:  10-07-2025  |   Accepted: 15-07-2025

Corresponding Author | Dr. Irum Aamer, Associate Professor, Department of Psychiatry, FJMU/Sir Ganga Ram 

Hospital, Lahore. Email: irumaamer64@gmail.com   

Keywords | Mental Health Professionals, Artificial Intelligence, mental health services, Pakistan.

How to cite: Aamer I, Tariq K, Rashid A, Haider II. Mental Health Professionals' Perspectives on Artificial Intelligence 

in Mental Health Services: A Cross-Sectional Study in Pakistan Ann King Edw Med Univ.2025;31(spi2):.  155-161.

1 2Department of Psychiatry, FJMU/Sir Ganga Ram Hospital, Lahore; Department of Psychiatry, Mayo Hospital Lahore; 
3  4
Department of Psychiatry and Behavioural Sciences, Mayo Hospital, Lahore, Pakistan; Consultant Psychiatrist, 

Connections Comprehensive Psychiatric Services

Ann King Edw Med Univ

Original Article

Production and Hosting by KEMU
https://doi.org/10.21649/akemu.v31iSpl2.6142

 2025 The Author(s). Published by Annals of 2079-7192/©
KEMU on behalf of King Edward Medical University Lahore,
Pakistan.
This is an open access article under the CC BY4.0 license 
http://creativecommons.org/licenses/by/4.0/

April - June 2025 | Volume 31 | Special Issue | Page 155



1
therapeutic interventions, and patient monitoring.  
From chatbots delivering cognitive behavioral 
therapy to predictive algorithms identifying early 
signs of psychiatric disorders, AI technologies offer 
the promise of enhanced accessibility, efficiency, and 

 2,3
personalization in mental health care.

Despite rapid technological advancements, mental 
health services remain under-resourced, reactive, and 
difficult to access particularly in low- and middle-

 4
income countries.  In Pakistan, systemic barriers such 
as a shortage of trained professionals, social stigma, 
and geographic disparities in service availability 

5
exacerbate the mental health treatment gap.  The 
COVID-19 pandemic catalyzed a broader acceptance 
of digital tools in healthcare globally, accelerating 
interest in AI-powered solutions in South Asia as 

6
well.  However, the integration of AI into mental 
health care raises critical concerns related to clinical 
validity, data privacy, algorithmic bias, and the 

7
preservation of therapeutic relationships.

Although regional and global research indicates 
cautious optimism among mental health professi-

8,9onals (MHPs) regarding AI,  evidences from 
Pakistan is scarce. Understanding local practitioners' 
perceptions is essential to inform culturally and 
ethically appropriate adoption of AI technologies.

This study aims to assess the awareness, attitudes, 
perceived benefits, and concerns of mental health 
professionals in Pakistan regarding the use of AI in 
clinical mental health settings. The primary objective 
is to evaluate their readiness to adopt AI tools, while 
secondary objectives include identifying perceived 
barriers, ethical considerations, and training needs. 
These insights will guide the development of context-
sensitive, clinician-informed AI strategies for mental 
health care delivery in Pakistan.

Methods

This study employed a descriptive, cross-sectional 

survey design to assess the perspectives of mental 

health professionals in Pakistan regarding the 

implementation and use of artificial intelligence (AI) 

in mental health care services. The research was 

conducted in accordance with ethical standards and 

received approval from the Institutional Review 

Board (IRB) of King Edward Medical University, 

Lahore, (361/RC/KEMU) Data collection took place 
th thover a month ,20  April,2025 till 20  May,2025.

A structured, self-administered questionnaire was 

developed in English, based on a comprehensive 

review of existing literature on the application of AI 

in healthcare, with particular emphasis on mental 

health settings. The questionnaire comprised both 

closed-ended and Likert-scale questions and was 

organized into five main sections: (1) demographic 

information; (2) awareness and familiarity with AI 

tools relevant to mental health; (3) perceived benefits 

and clinical utility of AI in mental health practice; (4) 

ethical, legal, and professional concerns surrounding 

AI implementation; and (5) willingness and readiness 

to adopt AI in personal wellness and work place. The 
10 AI Attitude Scale was used to determine participant's 

views on AI's impact on life, work, future use and 

societal benefits.

The questionnaire was hosted on Google Forms and 

disseminated electronically by the authors. 

Participation was voluntary, and the target population 

included mental health professionals actively 

working in Psychiatry departments across both public 

and private healthcare institutions in Pakistan. 

Eligible participants included Psychiatrists, 

postgraduate psychiatry residents, clinical 

psychologists, speech and language pathologists, and 

psychiatric nurses. Prior to accessing the survey, 

participants were required to read an informed 

consent statement and confirm their agreement to 

participate. Anonymity and confidentiality of all 

responses were strictly maintained, and no personally 

identifiable information was collected.

A total of 125 complete responses were received. The 

sample was recruited using non-probability sampling 

methods, including convenience sampling and 

snowball sampling. These approaches were deemed 

appropriate given the exploratory nature of the study 

and the relatively limited size of the mental health 

professional community in Pakistan. The data 

obtained from the survey were subsequently analyzed 

to identify trends, attitudes, and concerns related to 

the adoption of AI technologies in mental health 

services.
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Figure 1: Participants responses to the AI attitudes scale. 

(1=not at all; 7=completely agree)

Results

The final sample consisted of 125 mental health 
professionals (MHPs), predominantly from Punjab. 
The majority of respondents were aged between 18 
and 30 years (72/125; 58%), and most identified as 
female (98/125; 78%). Among participants, doctors 
comprised the largest professional group (64/125; 
51%), followed by clinical psychologists (30/125; 
24%) and other allied professionals (31/125; 25%).

Regarding familiarity with artificial intelligence 
(AI), 92 respondents (73.6%) reported being familiar 
with AI applications in mental health care, and 84 
(67.2%) had used AI-based tools in their practice. 
However, only 7 participants (5.6%) had received 
formal training on AI in mental health. Chatbots were 
the most commonly recognized or used AI tool 
(84/125; 67%), followed by AI-assisted diagnostics 
(38/125; 30%) and virtual therapists (33/125; 26%).

 (10)
The AI Attitude Scale  assessed participant's 
agreement with five statements about AI's impact on 
life, work, future use, and societal benefit, using a 7-
point Likert scale (1 = strongly disagree to 7 = 
completely agree). Responses were visually 
represented in Figure 1.

Among 125 respondents, 62.4% believed AI should be 
integrated into mental health care depending on the 
application, though 45.6% were unsure if it threatens 
professional roles. The most cited benefits were reduced 
workload (62.4%) and increased accessibility (60.8%), 

while top concerns included ethical implications (64%) 
and diagnostic accuracy (63.2%). A majority (53.6%) 
supported AI use only with human oversight, and most 
favored AI as a patient engagement (45.6%) or decision 

Table 1:  Summary of questions regarding Perceptions, 
levels of perceived benefits & concerns regarding 
artificial intelligence (AI) use for mental health.

Responses Value

(Total 125) N (%)

Yes 18 14.40%

No 50 40%

Unsure 57 45.60%

Yes 33 26.40%

No 14 11.20%

Depends on the 

application
78 62.40%

Reduced workload 78 62.40%

Increased 

accessibility 
76 60.80%

Cost-effectiveness 56 44.80%

Better patient 

monitoring 
54 43.20%

 Faster diagnosis 50 40%

Others 2 1.60%

Questions

Do you feel AI threatens the role of mental health 

professionals?

Should AI be integrated into routine mental health 

care? 

What potential benefits do you see in AI use for 

mental health care? 

I believe that AI will improve my life I believe that AI will improve my 
work

I think I will use AI technology in the
future

I think AI technology is positive for
humanity

Please answer the following (scale 1-7) pick one answer for each question

1(Slightly disagree) 2(Disagree) 3(Strongly disagree) 4(Neutral) 5(Slightly agree) 6(Agree)

40

20

0

1/2
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support tool (41%). (Table 1)

Most participants showed a positive inclination 
toward using AI for their mental and emotional well-
being. Nearly 87% expressed some level of interest, 
with the highest proportion (36.8%) being slightly 
interested. A smaller group (13.6%) reported no 
interest at all, indicating overall openness to AI-
supported self-care tools. (Figure 2)

Table 1:  Summary of questions regarding Perceptions, 
levels of perceived benefits & concerns regarding 
artificial intelligence (AI) use for mental health.

Responses Value

(Total 125) N (%)

Ethical implications 80 64%

Accuracy of AI 

diagnosis
79 63.20%

Data privacy 71 56.80%

Bias in AI models 62 49.60%

Dependence on 

technology 
61 48.80%

Others 1 0.80%

Yes 9 7.20%

No 49 39.20%

Only with human 

oversight 
67 53.60%

Not concerned 17 13.60%

Concerned 108 86.40%

Extremely 

concerned 
0 0%

How concerned are you about data security and 

confidentiality in AI-driven mental health tools? 

Questions

What concerns do you have regarding AI in mental 

health?

Do you trust AI to make mental health-related 

decisions without human intervention? 

Table 1:  Summary of questions regarding Perceptions, 
levels of perceived benefits & concerns regarding 
artificial intelligence (AI) use for mental health.

Responses Value

(Total 125) N (%)

Yes 70 56%

No 12 9.60%

Unsure 43 34.40%

As a decision 

support tool
52 41%

As a patient 

engagement tool 
57 45.60%

In therapy and 

counseling
52 41%

 Others 5 4%

Not at all 7 5.60%

Do you believe AI could lead to biases in mental 

health diagnosis or treatment?

How should AI be incorporated into mental health 

practice? 

Questions

Figure 2: Likelihood of respondents use of AI for Personal Well-being.

How likely are you to use AI in the following areas for personal well being?

Very unlikely Unlikely Somewhat unlikely Neither likely no unlikely40

30

20

10

0

Somewhat likely Likely 1/2

Crisis intervention supportEarly detection and monitoringTherapeutic chatbotsMood tracking
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Figure 3: Mental health professional interest in the use of 
artificial intelligence for different Tasks in Workplace.

Most respondents showed moderate to high interest 
in using AI for professional tasks, with 68.8% 
expressing at least a “somewhat interested” level. 
Only 8% were not interested at all, indicating overall 
openness to AI integration in clinical roles. (Table 2)

Discussion

The impact of mental health conditions in lower-
middle-income countries (LMICs) remains 
considerable due to insufficient healthcare 
infrastructure, a shortage of professionals, stigma, 

 4,11  
and socioeconomic obstacles.  Innovations like 
digital psychiatry, which include AI-driven tools, 
chatbots, telepsychiatry, and virtual reality, present 
the opportunity to tackle these issues through 

12
innovative approaches.  Evidence from South Asia 
indicates that AI has the potential to enhance 
healthcare accessibility, lighten clinician's worklo-
ads, decrease costs, and improve service efficiency in 

13settings with limited resources.  AI technologies like 
Natural Language Processing, sentiment analysis, 
and data mining are proving effective in spreading 
accurate information, reducing stigma, and fostering 
mental health dialogue. This fusion of AI and mental 
health offers a powerful, innovative way to reshape 

14 
public perception and conversation. Nevertheless, 

effective implemen-tation relies on managing ethical 
risks, addressing algorithmic biases, protecting data 
privacy, and fostering cross-sector partnerships to 
create solutions that are inclusive and sensitive to 

15
context. AI excels at technical tasks and automation 
but lacks human traits like creativity, empathy, and 
judgment. Soft skills fill this gap, enabling 
innovation, collaboration, and the ability to turn AI 
insights into strategic decisions through critical 

16thinking.  Deploying AI ethically, with a focus on 
17fairness, gender equity,  transparency, and human 

supervision, is crucial for advancing equitable mental 
 18health care in LMICs.

Our study offers new insights into the readiness and 
attitudes of mental health professionals (MHPs) in 
Pakistan, toward the integration of AI in clinical care. 
The findings demonstrate a notably high level of 
familiarity with AI tools (73.6%), with more than 
two-thirds (67.2%) already having used such tools in 
practice, despite the overwhelming lack of formal 
training (5.6%). This underscores a key gap between 
practical exposure and structured capacity-building, 
highlighting an urgent need for targeted training 
programs.

Another novel finding is the high recognition and 
utilization of AI-powered chatbots (67%), indicating 
their potential as a culturally appropriate, stigma-
reducing solution in conservative contexts. Most 
MHPs supported AI as a tool for patient engagement 
(45.6%) and decision support (41%), rather than as a 
replacement for human roles, reflecting a preference 
for a hybrid care model. Concerns were primarily 
centered on ethical issues (64%), diagnostic accuracy 
(63.2%), and data privacy (56.8%), with a majority 
(53.6%) supporting AI use only under human 
supervision. These findings point toward a cautious 
optimism and a desire to balance innovation with 
accountability and professional judgment.

Furthermore, interest in using AI tools extended 

Table 2:  Mental health professional interest in the use 
of artificial intelligence in Workplace

Question
Total 

Responses
Value N(%)

Not interested at all 10 8%

Slightly interested 29 23.20%

Somewhat interested  34 27.20%

Moderately interested 34 27.20%

Extremely interested 18 14.40%

How interested are you in using AI to assist with 

tasks in your role as a mental health professional?

How likely are you to use AI for the following at workplace?

Very unlikely Unlikely Somewhat unlikely Neither likely no unlikely Somewhat likely Likely Very likely

40

20

0

Assessment and diagnosis Provide personalized treatment

recommendations to clients

Track and guide client progress Enhancing client engagement Administrative assistance Literature and research analysis Training and simulation
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beyond the clinical setting. More than three quarters 
(87%) of MHPs showed some level of interest in 
using AI for personal mental well-being, and nearly 
69% expressed interest in using it for workplace 
tasks. This dual interest signals a broader acceptance 
of digital health tools and a willingness to integrate 
them into both personal and professional domains.

Despite the novel insights provided, this study has 
certain limitations. First, the sample was limited to 
125 participants, predominantly from Punjab, which 
may limit the generalizability of the findings across 
other provinces or rural areas of Pakistan. Second, the 
cross-sectional design captures perceptions at a 
single time point and may not reflect evolving 
attitudes with increased AI exposure or training. 
Third, self-reporting bias may have influenced 
responses, particularly around the use and 
understanding of AI tools. Lastly, the study did not 
assess actual clinical outcomes associated with AI 
integration, limiting the conclusions to perceived 
readiness and attitudes rather than real-world 
effectiveness. Future research should include a 
broader and more diverse sample, explore changes in 
attitudes over time, and assess the real-world impact 
of AI on clinical outcomes. Qualitative studies can 
further investigate ethical concerns and user 
experiences to guide culturally sensitive and effective 
implementation.

Conclusion

This study underscores the importance of a balanced 
approach to AI integration one that leverages 
technological innovation while safeguarding clinical 
integrity and patient trust. Future efforts should focus 
on capacity-building, regulatory governance, and 
active engagement of mental health professionals in 
shaping the trajectory of AI in mental health care in 
Pakistan. Doing so will be vital to ensuring that AI 
augments rather than undermines the therapeutic 
alliance and overall quality of care.
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